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[bookmark: _Toc69305383]Abstract

The issue of aging concrete structures going into disrepair due to poor maintenance and defects is a major issue in the modern world. Visual inspection of these structures is costly and requires a large amount of time to examine the entire structure requiring skilled inspectors during the entire process, often smaller defects are left unnoticed and gradually become a risk over time. Letting these structures fall into disrepair can lead to high maintenance costs to repair damage and could lead to accidents occurring if the structure is left in disrepair for a long amount of time, threatening the safety of people around the structure.
The aim of this project is to produce a neural network that can use image segmentation to detect cracks with an investigation into the performance differences that different activation functions will affect within the network.
The development and testing stages of this project produced a neural network that can identify defects within images of concrete with an investigation into the different activation functions, providing results that can be drawn upon in the evaluation to prove that it is possible to use a neural network and image segmentation to find cracks within concrete structures.
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[bookmark: _Toc69305386]1. Introduction
This section contains a short background of both neural networks and machine learning and the defects that plague modern concrete structures such as railway tunnels, buildings and roads to highlight to the reader the importance of maintenance and the advantages that this project can provide to the problem area. Further into this section it will inform the reader why machine learning is becoming more commonly used in industry and how it can provide an advantage to systems that use it. Also included in this section will be a project overview outlining the objectives that this project aims to achieve concluding in a hypothesis.
[bookmark: _Toc69305387]1.1 Project Background
The biggest issue that structures such as bridges, dams and railway tunnels face is the degradation of the building material over their lifetime, this is when defects form. Cracks are the most common and important diseases of concrete bridges (Liang D. et al, 2019), cracks are a common issue with most structures, forming both horizontally and vertically which develop due to repeated use and/or age of the material, these cracks can present risk to the structural integrity (Konig, J. et al. 2019).
 These types of defects are prominent in not just concrete infrastructure but also structures such as wind turbines, according to a survey of wind turbines in Sweden, structural damage to rotor blades contribute to 13.4% of failures (Reddy, A. 2019). An analysis of collapsed bridges revealed that 46% of these bridges had existing structural defects before their collapse (Dung C.V. 2019). 
It’s also important to consider that some cracks that form don’t present a risk to the structure, some of these defects might just be surface level cosmetic damage or in the instance of older railway tunnels, they might have been designed to form an archway using brickwork and due to either poor workmanship or natural settlement, cracks could form early on in the structures lifetime. In particular with modern concrete railway tunnels, forms are created using timber which then has concrete poured over it to provide the shape, after the concrete has cured form marks that resemble defects might appear, while these marks might resemble cracks they don’t present a structural risk to the structure.
Projects such as this one are important to the safety of infrastructures, infrastructure with serious issues such as cracks can cause significant economic losses and poses a threat not only industry but also to civilian security (Feng et al, 2019). With the maintenance of road systems resulting in costs of an estimated $25 billion every year (M-Mahdi Naddaf-Sh. 2019), the importance of tools that can accurately identify damage in materials such as concrete is high as having an effective monitoring system in place could reduce maintenance costs as any damage that is caught earlier in its development can be repaired at a cheaper cost while also providing the benefit of reducing the risk the defect poses to the structure. 
To help both reduce the amount of maintenance required and protect maintenance workers from the hazardous conditions of roads, railways etc (Zakeri H. 2017).  The use of a neural network that can recognize these defects in structures is vital.
The use of neural networks in industry has become a large area of investment and increased use over the last years evolving from biological based architectures to more advanced computational models which allows for faster approaches to pattern and image recognition (Schumann J. 2010). 
In particular, convolutional neural networks being used for image segmentation have shown excellent results, some of these networks have managed to achieve an incredibly high accuracy rate of 99.71% at correctly identifying the defect in the image (Chen K. et al, 2019).
A convolutional neural network is made up of several layers that can range from low level functions that can define changes in the image such as curves to higher level functions that can detect more challenging aspects of an image by using the multiple layers (Ma, J. et al, 2017). Unlike traditional methods, convolutional neural networks don’t need to convert the format of the image they are trying to segment and instead can automatically differentiate the features of the defect reducing the overall workload therefore increasing performance and accuracy compared to traditional neural networks (Li, S. & Zhao, X. 2019).
Image segmentation is the process of assigning each pixel in an image with predefined class labels, by using this process you can split the output into two classes and create a mask of the defect to allow for further analysis (Jenkins, MD. 2018). By creating the image mask, the neural network can focus on the area that has been identified as the defect. The figure below demonstrates an instance of how a mask can be visually displayed (Jenkins, MD. 2017).
[image: ]
[bookmark: _Toc69019593]Figure 1 - Demonstration of Image segmentation mask
While the imaging conditions are of a slightly different nature compared to this project use, it demonstrates the change that defects can cause which is displayed using the white pixels in the image with unchanged areas being displayed as black pixels (Figure 1). The use of image segmentation with convolutional neural networks has become increasingly more common in industry although current systems have issues with certain material types and environments such as current image detection methods used to detect cracks in nuclear reactor plants, the issue was the cracks that formed were very small and the presence of image noise on the surface (Zhang, L. 2019).
 To combat this issue, the use of new algorithms to allow for greater accuracy when identifying defects is vital. Convolutional neural networks for image segmentation that have new architectures designed for their specific purpose such as analysing MRI images have seen a remarkable increase in accuracy compared to traditional methods (Ding, Y. 2020).
With the threat of the loss of structural integrity of structures that have been in use past their expected life span such as the majority of bridges and tunnels in use around the world, it is vital that a tool is produced to monitor defects that can arise in these structures to prevent the likelihood of incidents occurring and reduce maintenance costs.
[bookmark: _Toc69305388]1.2 Project Overview
This section will try to provide the reader with a clear explanation of the project outline and the aims and objectives of the project.
[bookmark: _Toc69305389]1.2.1 Project Outline
There is a steady reliance on the use of concrete in everyday life with most buildings and structures such as railway tunnels, roads etc., being built from concrete. With this reliance there is also an issue of maintenance, to keep these structures safe and usable constant maintenance is required. The increasing use of machine learning for different areas of industry and the developments made in machine learning frameworks providing higher levels of performance in both accuracy and speed in multiple applications of machine learning.
The aforementioned reasons in the statement above give validity to the creation of a neural network that can handle the analysis of defects in concrete structures which could spot issues earlier than inspection teams and provide an increased level of safety for these structures. In respect to these reasons, the research question for this project is:
Can a neural network be used to identify and analyse cracks in concrete structures to therefore increase the level of safety and prevent degradation and do different activation functions effect the performance of that neural network?
[bookmark: _Toc69305390]1.2.2 Project Aims and Objectives
The aim of this project is to create a neural network that can be used to analyse images of concrete structures to identify defects such as cracks while researching the effect on performance that different activation functions provide.
To identify whether the project is a success and to ensure that the project is a success, objectives have to be met, two types of objectives consisting of Secondary Objectives that will be met during the research phase of the project and Primary Objectives which are achieved during the development phase of the project.
Secondary Objectives
· Investigate existing solutions in industry
Research existing applications of neural networks that are currently being used in a similar industrial setting. This research will provide valuable information such as the frameworks being used, efficient algorithms for image segmentation and how the system can be implemented practically. This also provides information about why using a neural network for this project is both viable and advantageous.

· Research development of neural networks
Investigating the current methodology used when developing neural networks with a specific focus on how that will apply to the project’s problem area is very beneficial to the project as it will improve an understanding of how the project functions and helps to provide knowledge of what logic to follow when developing the project.

· Research common structural defects
Researching the common structural defects that concrete structures face throughout their lifetime will provide valuable information on which defects pose major risks and minor risks. This allows proper categorization of any data and helps to identify functional and non-functional requirements.

Primary Objectives
· Establish a test plan for the neural network
To properly evaluate the results and analyse the performance of the neural network, a test plan will be created with the images and labels from the chosen dataset to determine the effectiveness of the neural network.

· Stage 1 Prototype: Gather data from pre-existing datasets
In order to train the neural network, a dataset must be acquired. For this project, the CrackForest dataset provides a lot of useful and appropriate data pertaining to the study of cracks in roads and other concrete structures.

· Stage 2 Prototype: Initial neural network created using TensorFlow
Using the information gained from the secondary objectives and the research from the literature review, the neural network will be developed using the TensorFlow framework in Python then the next stage will be training the network.


· Stage 3 Prototype: Neural network requires testing before full training
To ensure that during final training the neural network will be trained without mistakes and using the most efficient activation function, multiple tests will be performed. Once testing has been carried out to a sufficient level, the neural network will move on to the next stage and be fully trained.

· Stage 4 Prototype: Fully training the neural network
In the last stage of development, the neural network will be running through multiple epochs to maximise the level of accuracy attainable for the neural network. The best model of all the epochs will be saved as a checkpoint.

· Conduct testing
Testing will be conducted on the best model of the neural network at the end of development to evaluate performance using the test plan created at the start of the primary objectives.

· Analyse test results and draw a conclusion
Taking the results from testing and properly analysing the outcomes of each test will provide information about the accuracy, loss and effectiveness of the neural network, this information will then be used to draw a conclusion to the effectiveness and viability of this project.

[bookmark: _Toc69305391]1.3 Hypothesis
To draw a hypothesis for this project, conditions must be met. Multiple activation functions must be tested properly to evaluate each function’s effect on performance and due to the nature of the data, it must be properly handled and converted to the correct file format.
If these conditions are met then it can be assumed that the neural network using the most efficient activation function for the network’s purpose of image segmentation will provide an efficient network that is able to detect cracks in concrete structures with a high degree of accuracy and minimal loss.
This hypothesis can be properly tested during the final stage of development of the neural network and the results of the testing in the final stage of development will provide an evaluation of both the neural network and whether the hypothesis was correct. 








[bookmark: _Toc69305392]2. Literature Review
This section will focus on gathering the information required to properly develop the neural network by researching past research papers and projects by other researchers working in the field of image segmentation. The goal of the literature review is to achieve the secondary objectives mentioned in the project aims and objectives section.
These objectives are:
· Investigate existing solutions in industry
· Research the development of neural networks
· Research common structural defects in concrete
[bookmark: _Toc69305393]2.1 Investigation into existing solutions in Industry 
The image segmentation of cracks is both stressful on time and computation to perform which is why multiple solutions are being explored to discover the most efficient network for this task (T. A. Carr et al, 2018). To find the most efficient architecture and beneficial activation functions for image segmentation tasks, research on two popular architectures and activation functions suited to the task of image segmentation has been carried out with a further investigation into their specific applications within image segmentation and their efficiency.
[bookmark: _Toc69305394]2.1.1 Mask R-CNN
Mask R-CNN is a possible alternative to the U-Net architecture as it was specifically designed for use as an instance segmentation network. Unlike U-Net which utilizes semantic segmentation, Mask R-CNN utilizes instance segmentation which attempts to detect multiple instances of a class within an image and differentiates them in the output mask whereas semantic segmentation finds all the instances of a class and creates an output mask showing the areas with the same class with no differentiation (H, Kaiming, 2017). To explain this clearly a diagram has been provided in the Figure 2 – Segmentation Comparison.
[image: Single Stage Instance Segmentation — A Review | by Patrick Langechuan Liu |  Towards Data Science]
[bookmark: _Toc69019594]Figure 2 - Segmentation Comparison
As shown in Figure 5, the network detects the objects that belong to the person class and then in the semantic segmentation example outputs the mask as one instance of the class Person and in the instance segmentation example, the output mask is shown as multiple instances of the Person class, differentiating between each instance as 1,2,3 etc.
Mask R-CNN works by using two outputs for each object, a class label and a bounding-box offset adding an additional branch in parallel to output a binary mask, the binary mask provides the object’s spatial layout allowing for refinement of the output mask using boundary boxes (H, Kaiming, 2017). 
However, there are some issues with instance segmentation networks that utilise the same technologies of Mask R-CNN, there can be a misalignment between the classification confidence and the final mask output quality. The confidence may be high due to accurate box-level results and a high classification store but there may be a misalignment, producing an inaccurate mask, this can be seen in Figure 6 (Z. Huang et al, 2019).
[image: ]
[bookmark: _Toc69019595]Figure 3 - An example of misalignment producing inaccurate mask but accuracy results remain high
[bookmark: _Toc69305395]2.1.2 U-Net Architecture
When researching existing solutions, the U-Net architecture appeared in multiple research papers. The original purpose of the U-Net architecture was intended for was biomedical image segmentation which commonly has very small amounts of data available to train a network similar to the issue of crack segmentation has with a small amount of data available therefore it was designed to provide accurate segmentation and to train using smaller amounts of training data (O. Ronneberger et al, 2015). 
To supplement the lack of training data, data augmentation is performed adding deformations to the training data which allows the network to learn which properties stay unchanged throughout the augmentation process which is useful for evaluating areas such as cracks and in the case of biomedical imaging discerning tissue and realistic deformations such as tumours or muscles (O. Ronneberger et al, 2015).
The following diagram in Figure 2 represents the inner workings of the U-Net architecture, the network is improved by adding successive layers, replacing pooling operators with upsampling operators therefore increasing the output resolution which allows further layers to be able to create accurate output based on the higher quality information (O. Ronneberger et al, 2015).
[image: Chart, box and whisker chart
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[bookmark: _Toc69019596]Figure 4 - U-Net Architecture. Each blue box represents a multi-channel feature map. The number of channels is shown at the top of the box and the white boxes represent copied feature maps. The arrows denote the different operations as seen in the legend.
The last layer in the U-Net architecture depicted in Figure 2 applies a Sigmoid activation function to split the output into a range of [0,1] depending on the values passed from previous layers.
[bookmark: _Toc69305396]2.1.3 Activation Functions
Layers within the network architecture for U-Net are using the ReLu activation function which is very effective for the task of image segmentation as gradients are able to flow when the input is positive for a ReLu function and due to its simple nature and efficiency along with its ability to be more easily optimised compared to Sigmoid or Tanh has led to its widespread use within machine learning development (P. Ramachandran, 2017). 
Development in the last few years however has proposed a possibly more efficient activation function for the task of image classification/segmentation called Swish. Swish can be mathematically defined as x · σ(βx), where β represents either a constant parameter or a trainable parameter and σ(z) = (1 + exp(−z))−1 is the sigmoid function (P. Ramachandran, 2017).
	[image: A Gentle Introduction to the Rectified Linear Unit (ReLU)]
[bookmark: _Toc69019597]Figure 5 - ReLu Activation Function
	[image: Deep Learning: The Swish Activation Function]
[bookmark: _Toc69019598]Figure 6 - Swish Activation Function


As seen in Figure 5, the ReLu function for inputs of lower than 0 allows the neuron to be deactivated which increases efficiency as not all neurons are active simultaneously and any input above 0 will be activated. Due to the linearity of the ReLu function there is little risk of missing gradients allow the gradient descent to stay proportional to the activations (Wang, Y et al, 2020). 
Gradient Descent can be defined as an optimization algorithm used to find the coefficients of a function to minimize the cost function, usually the coefficient starts small and then the derivative of the cost is calculated by inputting them into the function and then to get smaller values for the coefficients to further calculate cost, the derivative is used to determine the slope of the function at a given point. This algorithm is the reason why the linearity of the ReLu function is efficient for this operation.
However, research performed by researchers from the Google Brain time has proposed an alternative to ReLu, Swish. Swish looks similar to ReLu as seen in Figure 4 but the difference between them is that smooth slope, as Swish is a smooth activation function it bends slight at 0 towards values < 0 then curves upwards which means that Swish unlike ReLu is non-monotonic (P. Ramachandran, 2017). Monotonic is defined as a function that never decrease or never increases, it only increases or decreases which can be seen in ReLu with the linear path starting at 0, the advantage of being a non-monotonic function is the output will be smooth allowing for better optimization towards minimising loss.

[bookmark: _Toc69305397]2.2 Researching the development of Neural Networks
In the previous section different neural network architectures for image segmentation were investigated and some references were made to common components of neural networks such as activation functions and gradient descent. This section will provide an in-depth look into the common components that go into the development of neural networks.
Artificial neural networks have existed as a concept since the 1940’s with researchers McCulloch and Pitts studying the potential and capabilities of the interconnection between several components based on the model of the human brain’s neurons (Y. Huang, 2009). Several experiments creating training algorithms and neural network architectures such as Perceptron, an architecture created by Frank Rosenblatt which was a patch panel that used different combinations of patches as inputs and used potentiometers as adaptive weights (R. Seising, 2018). 
Further research and advancements in the field of machine learning have led to a typical template for a neural network, the basic components of an artificial neural network are an input layer, hidden layers that are responsible for computation and the output layer. In addition to these basic components, learning happens through two steps, Forward-Propagation and Back-Propagation. 
Forward-Propagation works by randomly guessing the answer to the input that the network has been given, it does this by randomly initializing weights which is then multiplied by the input layer to create a hidden layer and the output of the hidden layer will be through an activation function to form the guessed output. 
Backward-Propagation attempts to minimize the loss of accuracy between the guess from the network and the actual answer of the problem, to accomplish this first loss is calculated by passing the expected value from the training set and the value from forward-propagation through a cost function then calculating the derivatives of each weight which will be multiplied by the learning rate, the results from this are subtracted from the weights (M. Malik, 2018).

[bookmark: _Toc69305398]2.3 Appropriate Libraries
Before development of the neural network begins, several libraries that could aid the effectiveness and efficiency of the neural network should be investigated as it increases functionality and the chance of developing a successful neural network.
[bookmark: _Toc69305399]2.3.1 NumPy
NumPy was created in 2005 as an open-source project facilitating the use of numerical computing within Python (Oliphant, T, 2021). 
NumPy has been included in numerous scientific projects such as the first imaging of a black hole, confirming the existence of Einstein’s Gravitational Waves and is widely used within the machine learning community as it provides libraries for computer vision and others to accommodate different machine learning tasks (Oliphant, T, 2021).
By implementing NumPy arrays within a project, it enables efficient implementations of numerical calculations which is extremely important in a machine learning project due to the amount of data that must be calculated and any increase in efficiency in regard to computation leads to less time required for training the network (Stéfan, V.W et al., 2011).
[bookmark: _Toc69305400]2.3.2 Scikit-Image
Scikit-Image provides a large collection of useful functions for the task of image processing and just like NumPy, Scikit-Image was created as an open-source project (van der Walt, S, 2021). 
The benefits of applying image processing operations such as the ones provided by Scikit-Image for the task of image segmentation are exponential in improving the performance of the neural network and the results outputted from the network after training (Exeter Data Analytics, 2021).
The reasoning behind using a library such as Scikit-Image is that it includes functions that are vital to an image segmentation task that would otherwise require a custom implementation to perform the same task, examples of this include the transform feature that allows for multiple image manipulation techniques such as resize, rotate, and rescale which are commonly used during image segmentation tasks.
Including Scikit-Image in this project is justified due to the nature of the task being image segmentation of cracks in concrete structures and as previously mentioned, Scikit-image contains a lot of image processing operations that enable rapid development and experimentation enabling research to be conducted at a faster rate rather than implementing new functions to accomplish the same operations that Scikit-image provide (Stéfan, V.W et al., 2014).
[bookmark: _Toc69305401]2.4 Researching common structural defects in concrete
The amount of reliance in society on concrete is enormous and it increases each year with the construction of new buildings, structures like bridges, tunnels and the arteries of the modern world, roads. 
Governments around the world are very aware of the importance of their infrastructure and in particular their road networks and any form of defect could possibly reduce the safety and performance of the road therefore having inspection and maintenance methods is vital in maintaining high quality infrastructure (Y. Shi, 2016). 
Some defects found in concrete and more in particular, reinforced concrete, include creep, spalling, delamination, cracks and seepage, all these defects are common in concrete structures. The importance of identifying these defects is immense due to the reliance on reinforced concrete by so many structures such as railway tunnels, bridges and dams.
Creep is a slow deformation usually exhibited by concrete under sustained stress and proceeds at a decreasing rate each year, this is related to shrinkage during the pouring of cement to form concrete, severe cases of creep deformation can lead to significant displacement within the structure and possibly could cause catastrophic failure to the structure (C.E. Reynolds, 1981).
Delamination is a defect which results in the separation between the layers of reinforcement, it can be caused by a variety of reasons such as incompatible blending materials and low melt temperature within the cavity. Delamination can occur when there is a fracture within the adhesive bond between the layers of reinforcement, a resin fracture within the reinforcement itself or the resin debonding from the reinforcement. In situations where a roof of a tunnel starts to become delaminated, the results can be disastrous in terms of safety and structural integrity (J. Liangbao, 2020).
Spalling and Seepage are related to each other as it involves some kind of liquid penetrating through the concrete due to concretes natural porous surface, in each case discoloration and flaking on the surface can occur and if nothing is done to prevent further damage, it can lead to corrosion of the steel reinforcement reducing the structural integrity (S. Anupoju, 2020).
Cracks can form naturally in concrete after years of stress being put on the surface or they could occur due various other reasons such as poor construction, environmental variables such as heat or even just due to the design of the structure and the concrete settling. As the main defect this project is attempting to automatically identify using the neural network, it is important to mention that cracks can either be purely cosmetic or are signs of a weakness within the structure, this is why it is crucial to find and identify cracks (S. Anupoju, 2020).
















[bookmark: _Toc69305402]3. Methods
This section will detail what must be accomplished to be able to finish this project and have a successful result which answers the question of what effects do different activation functions have on the performance of the neural network.
[bookmark: _Toc69305403]3.1 Research Method
The aim of this project is to produce a convolutional neural network that is capable of analysing the cracks in concrete structures with an investigation into the effects that different activation functions have on the performance of the neural network. 
To evaluate this aim correctly, the research method for this project will rely on the agile development methodology, this method allows for an iterative project structure which allows for different stages of the project to be completed at separate times unlike linear methods such as the waterfall methodology that plan stages from beginning to end with little to no iteration (Y. Lindsjørna et al, 2016). 
The planning stage of the project has been carried out by performing research in the form of the literature review that has been carried out completing the secondary objectives of the project, the results of this research for the creation of planning documents such as test plans and development of the neural network can begin. 
Once both the planning and development stages of the project are carried out, to evaluate the performance of the network, testing will be performed and in the case of this project, different functions will have to be recorded and compared against each other to properly evaluate the performance of the network with each activation function.
Taking the results from testing and properly analysing the outcomes of each test will provide information about the accuracy, loss and effectiveness of the neural network, this information will then be used to draw a conclusion on the effectiveness and viability of this project.
[bookmark: _Toc69305404]3.1.2 Establish a test plan for the neural network
Using the knowledge gathered from the literature review and initial planning regarding functionality of the neural network, a test plan will be created for the neural network comprised of the different activation functions which the performance of each will then later be charted into table. This will allow for simple comparison between each activation function regarding statistics such as loss and accuracy. 
[bookmark: _Toc69305405]3.1.3 Stage 1 Prototype: Gather data from pre-existing datasets
In the first stage of development, finding a valid dataset for the purpose of crack analysis is vital. During the research stage, CrackForest, a dataset created for automatic road detection of cracks became an ideal candidate. The dataset will need to be prepared for use with the neural network by creating masks using the included MAT files and converting the files into PNG images so they can be properly read by the neural network.

[bookmark: _Toc69305406]3.1.4 Stage 2 Prototype: Initial neural network created using TensorFlow
Using a Keras based neural network using the U-Net architecture as a starting point for the neural network, adjustments will have to be made to have the network work with the dataset and further additions such as functions to stop training when it reaches a certain level of consistency during training and saving results from the data augmentation as NPY files to be used to continue training the model.
[bookmark: _Toc69305407]3.1.5 Stage 3 Prototype: Neural network requires testing before full training
During development of the network, testing should be performed to confirm that the network is able to perform image segmentation on the dataset without errors, at this stage it is not vital to achieve a high level of efficiency as testing is being used to reveal errors within the code not to judge performance.
[bookmark: _Toc69305408]3.1.6 Stage 4 Prototype: Fully training the neural network
When all the errors have been resolved, the model will undergo constant training to achieve peak efficiency with the current activation function which during development will be ReLu. This stage will provide a base level of performance and provide results for the first activation function for testing.
[bookmark: _Toc69305409]3.1.7 Conduct testing
Once the development of the neural network has been finalised then each activation function will be tested by changing the activation functions that each layer in U-Net utilizes apart from the final Sigmoid function. Once training has completed for each activation function, the performance will be recorded.
[bookmark: _Toc69305410]3.1.8 Analyse test results and draw a conclusion
Comparing the results of the testing stage by looking at each activation functions performance within the network regarding accuracy and loss of each function. These results will aid the development of a conclusion by demonstrating the efficiency of each activation function regarding the purpose of image segmentation for cracks.
[bookmark: _Toc69305411]3.2 Data Preparation
During the planning stage of this project, large amounts of data preparation took place to ensure that training can be performed with consistent and accurate data to ensure the best chance for this project’s success.
Data preparation is one of the most important elements in a neural network’s ability to learn on a given dataset as the quality of the dataset provided greatly effects the effectiveness and potential for the neural network to learn.
To improve the quality of the dataset, image processing techniques must be performed on the original images and masks so that the network can reach peak performance during training and validation, changes such as changing the colour of images from RGB to grayscale images reduces the complexity of the image and reducing the number of pixels that will need to be calculated by the network therefore increasing performance.
Network architectures such as U-Net take advantage of image augmentation heavily to circumvent the size of small datasets, by augmenting the original images and masks by applying transformations such as rotations, flipping the images, changing the scale of the image and other techniques that enable the network to create multiple versions of the same images with different transformations applied to reduce the amount of time required to train the network and increase the network’s performance.
[bookmark: _Toc69305412]3.2.1 Mask Conversion
The first challenge presented by the chosen dataset of CrackForest, a collection of images that show cracks in concrete structures such as roads with image masks provided to allow our network to change, was the formatting of the image masks.
CrackForest have formatted their image masks using an array format designed for use with MATLAB, for this project these masks would need to be converted to PNG images rather than attempting to natively input the MAT file format into the network as it would be easier to use the same image processing techniques on both the masks and images rather than writing different functions for the images and masks.
The conversions of the MAT files were performed using a Python script that changed the values within the area into a corresponding colour value e.g., 2 becomes 255 and 1 becomes 0. This allowed the MAT files to be given a graphical representation in the format of a PNG image with 1’s being represented as white and 0’s being represented as black.
Using a Python script for this task rather than using MATLAB to perform the conversions allowed for greater control of the masks produced by the conversion, as there were issues with some of the masks having areas of the mask being represented by 3 and 4 that represented areas of the images between the cracks, as this was not the areas this project is looking for the Python script allowed changing those values to 0. 
An example of the masks produced by this process can be found below in Figure 7 – Example of Newly Converted Mask.
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[bookmark: _Toc69019599]Figure 7 - Example of Newly Converted Mask

[bookmark: _Toc69305413]3.2.2 Standardisation
Some datasets include images of varying image resolutions and could also have different image formatting such as having different colour spaces such as BGR, CMYK and RGB. Many neural network architectures require the images to follow a certain size to create square images to be used as inputs.
By eliminating the variances of resolution that the images have from each other, data can be changed to be consistent and fit the requirements required by the network’s architecture. This can be accomplished using various methods but for this project, use of the Scikit-image library to resize the images and mask images would be the most suitable method due to the consistent use of Scikit-images functions.
Another method of image standardisation was included in the data python script using Image and Mask generators which are methods from the Keras framework that allow the use of real time data augmentation by looping through the images in batches, this allows for the images to be resized and have additional augmentations applied such as rotations and changing the brightness range.
[bookmark: _Toc69305414]3.2.3 Image Augmentation
One of the many issues presented when working with image-based machine learning tasks is needing to adjust the original image to allow for better performance and more accurate results.
There are two methods that can be possibly used within the project for training the model, model.fit and model.fit_generator. When using the generator method, random image augmentations are applied ranging from flipping the image vertically and horizontally, rotating the image, changing the zoom of the image and changing the height and width of the image using a data dictionary that is passed through to the ImageDataGenerator method in the data class.
Once these images are generated, they can then be used to create a npy file that contains the original training image and the newly generated images to provide more data and reduce training time, this npy file can be passed into the model.fit method but during development observations pointed to passing only the original training data in a npy file to model.fit and running for more epochs than the generator method led to better results from the dataset.
Due to this observation, model.fit was used as the main method for training the model and image augmentations were applied to the data before being added to a NumPy array. The image augmentations used were CLAHE and adjusting the gamma of each image in the dataset.
Gamma correction is important in dealing with the brightness of an image as gamma affects how light and luminosity is perceived in an image and by extension how a neural network would see that image, by adjusting the gamma of the image darker areas of the image can be changed to be lighter and more visible and lighter areas can be darkened to improve visibility.
CLAHE or Contrast-limited adaptive histogram equalization can be described as an adaptive histogram equalization technique used to increase the contrast of an image that is in grayscale, CLAHE accomplishes by changing the image values in regions called tiles rather than performing the operation on the entire image at once. The benefit of using CLAHE is that the adaptive nature of its operation allows for greater image clarity after equalization compared to a standard histogram equalization that is applied to the entire image at once as each region can be changed based on its values.
Using a Python library called OpenCV which includes a function for CLAHE, the size of the regions can be set using a variable called tileGridSize and a threshold for contrast limiting can be set using the variable clipLimit, for this project tileGridSize was set to 8x8 which is 8 rows by 8 columns and clipLimit was set to a threshold of 2.0.
[bookmark: _Toc69305415]





4. Implementation
This section will detail the development process of creating the neural network and the implementation of specific features that are important to achieving the task of image segmentation of concrete structures to find deformations within the image.
Features of the implementation will be discussed such as the programming language of choice, machine learning framework and the libraries required to develop the project, this will be the focus of this section.
[bookmark: _Toc69305416]4.1 Neural Network Foundations
The first challenge during the implementation stage was finding an existing code base that could accomplish similar tasks to the planned image segmentation task of this project. 
The U-Net Keras implementation created by Zhixuhao was chosen to be the starting code base for this project as it already had an implementation of the chosen architecture and was created using the Keras api using the Tensorflow machine learning framework as the backend of the api.
To accommodate the required Python version and required libraries, Anaconda was used as an environment manager which allowed for an isolated Python environment to be created and used exclusively with the neural network. 
Using an environment opposed to installing the required Python version and libraries directly to Windows provides benefits such as complete independence from system libraries, minimises the risk of making mistakes that require a complete reinstall system wide and the ability to use and verify that specific versions of the libraries and Python implementation are used.

Once the preliminary setup had been completed, the next challenge was converting the dataset to a usable medium, adapting the network to use the chosen dataset and applying different image standardisation techniques to ensure that the neural network is training at peak efficiency.

[bookmark: _Toc69305417]4.2 Dataset Conversion
CrackForest, the chosen dataset for this project, uses 3 different file types in the original dataset. These file types include JPG for the images of the cracks, MAT files included as the masks or otherwise known as the ground truth in the case of the CrackForest dataset which are files created as a measurement of the targeted element of the images using observation, in this case these measurements are of the cracks in the concrete images. The CrackForest dataset also includes SEG files usually used to contain seismic data but for the purpose of this project, these files are not required.
To begin with the JPG files for the images were converted to the PNG image format as the original code base used PNG files most likely for the lossless compression and high contrast images that PNG can provide especially when augmenting the images with image processing techniques, this conversion required a simple implementation to perform the necessary operations as seen in Figure 8 – Conversion of JPG to PNG. 
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[bookmark: _Toc69019600]Figure 8 - Conversion of JPG to PNG
In Figure 8, multiple methods can be seen in the finished Python class of concreteAug.py which can be used to apply image processing techniques such as histogram equalization and converting the RGB image to grayscale. 
From this class, it was decided that only converting the images to grayscale then saving the images to PNG was required as the process of histogram equalization was replaced with a better alternative with CLAHE in the NPYCreation.py class while creating the NPY files required for training as CLAHE is an adaptive histogram equalization that works using sections of the image rather than the standard histogram equalization.
The more complicated task with the dataset conversion lies with the MAT files used as the masks due to MAT being a proprietary file type of Matlab which is a computing environment and programming language that makes use of algorithms to accomplish numerical computations such as creating MAT arrays. Python with the use of the NumPy library can achieve much more complex computations with a higher level of efficiency so a Python class was created to handle the conversion from MAT to a PNG image format.
Conversion was accomplished by specifying numbers in the MAT array as cracks and concrete by assigning a divisible value that will either equal 1 or 0, this was achieved by setting any number representing a crack with 2 as white in the grayscale image colour space as 255 which will equal 1 when divided by 255 and setting any other number in the array as 0 for black.
The code for this conversion can be seen below in the Figure 9 – MAT Conversion. In the figure, a for loop is initialised with a maximum value of 117 as it will loop 118 times from 0 which is the number of images within the CrackForest dataset, from there it will find the values used to identify the cracks by specifying the field of “groundTruth” from within the MAT array and will then change the value and save the image as a PNG image.
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[bookmark: _Toc69019601]Figure 9 - MAT Conversion
[bookmark: _Toc69305418]4.3 Data Adjustment & NPY Creation
As previously mentioned in the data preparation section, a lot of data preparation methods need to be created to allow for the standardisation and manipulation of images which will then allow for greater efficiency and reliability during training.
The original code base from Zhixuhao included multiple data preparation methods in the data.py class but due to deviations taken during development, the data.py class is used rarely and is now mainly responsible for loading in the generated NPY files created from a new Python class called NPYCreation.py.
The new class was created as a way of modifying the original data.py class methods without affecting the original class, this was carried out as most of the original methods from data.py would not be used by model.fit and would only be used with model.fit_generator.
The adjust method from the original data.py class was modified to call newly created standardisation methods and instead of dividing the image values by the original 255 it now uses a more robust system of finding the minimum and maximum of the image value and dividing it by the maximum. Additional methods are called from the adjustData method to apply image processing techniques to the original images, these include CLAHE and gamma correction methods which as previously explained CLAHE applies histogram equalization to sections of the image therefore balancing contrast and gamma correction balances the brightness levels of the image.
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[bookmark: _Toc69019602]Figure 10 - npyCreation.py image processing methods
In Figure 10 – npyCreation.py image processing methods, as seen above, it shows the implementation of the For loop that cycles throughout the entire dataset of 118 images and 118 masks by reading each file as a grayscale image then calling the adjustData method and finally adding the newly augmented file to the array and saving that array as a NPY array file.
When claheEqualization is called it utilises the cv2 library implementation of CLAHE equalization with the input parameters of a tile size set to 8 x 8 so that CLAHE can only be applied to an area that is 8 pixels by 8 pixels and a clip limit of 2 to limit how much CLAHE can change the image contrast in that section. 
The adjustGamma method is much simpler than the CLAHE implementation seen in the claheEqualization method, a gamma value of 1.2 has been set then an inverted gamma variable will be created using invGamma calculating the inverse of the gamma value provided, from there a lookup table is created to facilitate the LUT method from the cv2 library which will perform transformations based on the values found in the look-up table therefore performing gamma correction to any image passed through the method.
The two image processing methods of claheEqualization and adjustGamma are called inside of the adjustData method seen in Figure 11 – adjustData method below.
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[bookmark: _Toc69019603]Figure 11 - adjustData method
In Figure 11, a commented call to a method known as normalizeData can be seen, this was later changed to performing the normalization within the adjustData method as it became clear that normalizing the data with one line per image set was more efficient than an entire method.
[bookmark: _Toc69305419]4.4 Neural Network Models
The essential part of any neural network is the models as this is how neural networks form relationships with mathematical expressions. The models for this project were based around the U-Net architecture which works on the principal of convolutional layers that forms two parts that are symmetrical to each other; the contracting path and the expansive path.
The contracting path of U-Net focuses on convolutional layers that increase the depth of the input and then reduce the size with each max pooling function, this type of path can be seen in all of the models created for this project but as an example of a standard U-Net implementation, code has been included in Figure 12 – U-Net Code Example below.
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[bookmark: _Toc69019604]Figure 12 - U-Net Code Example
This figure demonstrates a standard implementation of the U-Net Architecture and the contracting path can be seen in conv1 to conv5 following the pattern of convolutional layer leading into another convolutional layer then into a max pooling function and optionally a dropout function can be added to the end of that pattern which can help to regulate the neural network by randomly dropping layer outputs based on the concept that dropout can prevent or stop situations where the network can learn to correct mistakes and therefore make the network more reliable.
Further down in the Figure, the expansive path can be seen. The expansive path focuses on upscaling the image using either the UpSampling2D method provided by Keras or using transpositional convolution layers, the difference between these two methods is that transpositional convolution layers do not have a defined tuple for upscaling the image like UpSampling2D in this case 2 x 2 but instead uses learnable parameters that learn the optimal interpolation method for that specific image to upscale. 
During development, this model was refactored many times to test the efficiency when upscaling in the expanding path and the performance difference exhibited when changing the model between transpositional convolution layers and UpSampling2D was minimal if not identical so in most models it was decided that UpSampling2D would be used for the upscaling function.
The issues faced with the standard U-Net implementation during the development of this project were with very little detail being discovered in the final results produced by the neural network so a hypothesis was derived on the basis that detail must be getting lost in both the contracting and expansive paths therefore a model would have to be created that simplified the standard implementation of U-Net into a smaller version. 
Below in Figure 13 – Simple_U-Net example, a simpler iteration of the standard U-Net architecture had been created and worked on the initial idea of reducing the number of channels compared to the standard implementation with the highest channel amount being 1024 in the standard implementation and the newer simplified version having a maximum of 512.
This difference in channels did lead to better performance but results were still not producing the expected results and therefore further iteration had to be done on simplifying U-Net for this project task.
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[bookmark: _Toc69019605]Figure 13 - Simple_U-Net example
The final iteration of the simplified U-Net model reduces not only the number of channels per layer but also reduces the overall total number of layers used in the model and these adjustments lead to finally getting more detailed results back from the output of the neural network.
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[bookmark: _Toc69019606]Figure 14 - Final U-Net iteration
The final iteration of the simplified U-Net model, seen in Figure 14 – Final U-Net iteration, reduces the number of total layers and reduces the number of channels, this simplification of the original U-Net architecture helped to achieve the desired results from the CrackForest dataset.
As seen in the model, the activation functions have been set to swish but usually these models are used with the ReLu activation function and were changed to Swish for the purposes of testing the performance differences that different activation functions offer the neural network. The last layer of the models is always set to the sigmoid activation function as it will only return one of two values, 1 or 0, providing a definite result.
[bookmark: _Toc69305420]4.5 Custom Activation Functions
To allow for testing multiple activation functions and investigate the effect on performance that different activation functions would provide for this project. The chosen activation functions to investigate for this project are ReLu, Swish and LeakyReLu as all three of these activation functions have been used extensively within the machine learning community for computer vision projects.
ReLu is provided as a standard activation function within the Keras framework so to test and include ReLu as an activation function within the model, only the parameter within the activation field will need to be changed to ‘ReLu’ and this was the main activation function used during development of the project.
The main challenge when investigating these different activation functions was that Swish does not have an implementation yet in the Keras framework and while LeakyReLu is included within a library known as advanced activations it required a separate class otherwise it would cause an error during runtime. 
LeakyReLu was implemented easily after creating a separate class that could be called into the models.py class to be used by making a call within the model and stripping the convolutional layer of its activation parameter, to demonstrate this an example of this can be seen in Figure 15 – LeakyReLu Model below.
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[bookmark: _Toc69019607]Figure 15 - LeakyReLu Model
The class that initialises the LeakyReLu activation function was created due to an error during runtime called AttributeError	that prevented the model from training as the LeakyReLu function would not be recognised within the model when it was declared from within model.py but by abstracting the initialisation into a separate class file and initialising LeakyReLu in that class file prevented this error from reoccurring.
Implementing Swish was slightly more complicated than implementing LeakyReLu as Swish has not been officially added to the Keras framework, due to this a custom activation function would need to be created to facilitate testing the Swish activation function. The formula for Swish can be simply defined as f(x) = x * Sigmoid(x), as the formula is already known and can be defined simply the next challenge was to define the formula as a custom activation function.
To begin, a new class was created called swish.py and the standard imports to the Keras backend and the layers library within Keras were made with the new addition to the imports being generic_utils which allows the use of a function called get_custom_objects that will allow the creation of the custom activation function. At this point the class was declared and the formula could be defined within a method called swish using the sigmoid function from the Keras backend and the parameter ‘x’ used to represent the input neurons defining the formula as (K.sigmoid(x) * x).
The last step in creating the custom activation was to use the get_custom_objects function to update the global dictionary of custom objects to allow the model.py to use ‘swish’ as a parameter to call the newly created Swish activation function, the implementation of the activation function can be seen below in Figure 16 – Swish Implementation.
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[bookmark: _Toc69019608]Figure 16 - Swish Implementation
 
















[bookmark: _Toc69305421]5. Testing
This section will discuss the investigation into the performance differences that different activation functions can give the network and the results from training the network on the task of finding cracks within concrete structures.
To evaluate the different activation functions, a test plan was created that would give each activation function an equal start as to keep results reliable and accurate. Each activation function would be run for a total of 50 epochs with a batch size of 4 and a validation split of 0.4 which would use 60% of the dataset for training and 40% for validation, each test would be carried out three times and the final test would be recorded within the test table.
Below the results from the testing can be seen in the multiple tables below starting from Table 1 – Activation Functions Testing 1, displaying the values for accuracy, loss, validation accuracy and validation loss which will be used to compare the performance of the function and will determine which function was most suited to the projects task.
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[bookmark: _Toc68988956]Table 2 - Activation Functions Testing 2
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[bookmark: _Toc68988958]Table 4 - Activation Functions Testing 4
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[bookmark: _Toc68988959]Table 5 - Activation Functions Testing 5
[bookmark: _Toc69305426]6. Evaluation
This section will draw on the results from the testing section and the overall development cycle to evaluate the project against the stated research question and determine if the project was successful based on this information.
The main focuses of this evaluation and for determining the success of this project will be the performance differences of each activation function and the results from the network regarding image predictions. 
[bookmark: _Toc69305427]6.1 Activation Functions Evaluation
In the previous testing section, multiple tables can be seen displaying the results from testing the performance of the different activation functions, these results will be the basis of this evaluation of activation functions and will determine the best performing activation function for this projects task.
At the beginning of the test results between epoch 1 and 5, Swish had a strong start with higher accuracy and lower loss compared to the initial epochs for ReLu and LeakyReLu but later results saw Swish plateau and underperform compared to the other two activation functions.
Swish had multiple moments where its benefits could be seen over the other two activation functions, but it failed to maintain a high level of accuracy in both training accuracy and validation accuracy over the course of the 50 epochs, there could be limitations based on the implementation of Swish that was created for this project but considering this, it seems that for this project Swish is not the optimal activation function.
LeakyReLu showed steady improvement throughout the course of the testing and given more training time it is reasonable to believe that it could be used to fully train the network to a high degree of accuracy but the issue with LeakyReLu lies with its learning rate, LeakyReLu while showing gradual improvement also demonstrated a slow rate of learning compared to the other functions and while it would be possible to reach either the same level of accuracy or a higher level of accuracy, the time it would take to reach that level would be significantly higher than the other functions.
ReLu at the beginning was lagging behind the other activation functions but soon after epoch 12, accuracy and overall performance started to increase and the rate of learning rapidly increased towards the end of testing, managing to achieve a higher level of performance the other activation functions.
Overall ReLu demonstrated a high level of accuracy and loss compared to the other activation functions and demonstrated why ReLu is the activation function of choice within the computer vision community. The results from testing the activation functions and the evaluations of each activation function have shown that each function is promising for the task of image segmentation but for this project the activation function of choice is ReLu due to its overall performance.
[bookmark: _Toc69305428]6.2 Prediction Results Evaluation
The goal of this network was to produce a neural network that can identify cracks within concrete structures such as roads and pavements using image segmentation with the CrackForest dataset. The network was created during development and adapted to work with the CrackForest dataset which managed to produce successful results.
These results can be seen below compared to the original image and the mask in Figure 17 – Network Image Result 1.
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[bookmark: _Toc69019609]Figure 17 - Network Image Result 1
From left to right, the first image is the original photograph of the defect, the second image is the image mask that will allow the network to make a prediction based on the white area of the image and the last image is the predicted crack outputted by the network, while the colours are faint you can clearly make out the crack being predicted by the network.
Other results provide a clearer image of the predicted crack and demonstrate the potential this network has for the task of image segmentation for finding cracks, these results can be found below in Figure 18 and Figure 19.
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[bookmark: _Toc69019610]Figure 18 - Network Image Results 2
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[bookmark: _Toc69019611]Figure 19 - Network Image Results 3
 
Figure 18 and Figure 19 provide much clearer examples of the predictions that prove that the network can make accurate predictions based on the images found within the CrackForest dataset but also show the potential for improvement that can be done to the network to help improve prediction clarity and overall accuracy.
However, it was observed in the results that images that featured very thin hairline cracks within the concrete were less likely to show up clearly or be predicted accurately, an example of this can be found in Figure 20 – Network Image Results 4.
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[bookmark: _Toc69019612]Figure 20 - Network Image Results 4
While the prediction did find the deeper crack at the bottom of the image, it failed to find the small hairline cracks surrounding the larger cracks. This result further enforces the idea that the potential for improvement to the network and refinement is exponential.















[bookmark: _Toc69305429]7. Conclusion
[bookmark: _Toc69305430]7.1 Project Resume
The problem with aging structures in the modern world has led to a decrease in safety and quality of infrastructure which can lead to further costs invested into inspections and overall maintenance. Many different solutions have been attempted to resolve these issues over recent years but with the growing capabilities of neural networks and computer vision-based machine learning, it was clear that a neural network could be used to resolve these issues and could potentially perform better than methods that still require human interaction. 
To investigate the existing solutions in industry and feasibility of a neural network for this task, a literature review was performed to gather research and provide a basis to justify this project.
The main aim of this project was to achieve the goal set by the research question of this project:
Can a neural network be used to identify and analyse cracks in concrete structures to therefore increase the level of safety and prevent degradation and do different activation functions effect the performance of that neural network?
To achieve this goal, the projects development focused on producing a neural network that was capable of image segmentation that can be adapted to the CrackForest dataset to train the network on the task of finding cracks within concrete structures. The project would follow an agile development lifecycle involving the creation of requirements, implementation of the network and testing the performance of the network’s predictions and the performance of different activation functions.
The evaluation stage of this project led to the following conclusion as to whether this project was successful in achieving its goal:
A neural network can be produced to identify cracks in concrete structures and different activation functions provide benefits and disadvantages to performance based on the machine learning task.
[bookmark: _Toc69305431]7.2 Results Discussion
The results of both the network’s predictions and the performance of different activation functions were previously discussed in the evaluation stage of this project and from those evaluations, conclusions can be drawn.
[bookmark: _Toc69305432]Activation Functions Conclusion
The results from testing different activation functions provided interesting results that led to ReLu performing higher than both Swish and LeakyReLu. This demonstrated that for the task of image segmentation for this network, ReLu was the best overall performing activation function and showed that both Swish and LeakyReLu still had potential in the task of image segmentation.
[bookmark: _Toc69305433]Prediction Results Conclusion
The results from the development of the network and training the network to work with the CrackForest dataset provided accurate predictions that demonstrated that it was possible to use a neural network to identify cracks within concrete structures and as mentioned in the evaluation stage, the potential for improvement is exponential.
[bookmark: _Toc69305434]Overall Conclusion
Overall, the project successfully demonstrated that it was entirely possible to use a neural network to find and predict cracks in concrete structures and satisfied the goal of investigating the performance effects of different activation functions. While there remains room for improvement in the project, it was successful in producing a neural network that is capable of image segmentation and achieved both the research question and the aim of this project.

[bookmark: _Toc69305435]7.3 Limitations and Future Improvements
[bookmark: _Toc69305436]Limitations
Despite the success of answering the research question and achieving the aim of this project it is important to reflect on the limitations faced during development. The project was limited by the lack of data available in regard to defects in concrete, with CrackForest being one of the largest examples available to the public which led to the use of U-Net as the model architecture due to its ability to work on smaller datasets and hardware also limited this project as training a neural network is an intensive task that requires a large amount of computing resources as the computer hardware available was unable to train at the desired parameters which increased the time needed for training.
[bookmark: _Toc69305437]Future Improvements
To improve this project further, increasing the quality of the computer hardware available could lead to better training times and possibly increase efficiency and gaining access to a larger dataset for the subject matter would improve the accuracy and reduce the training time required for achieving a similar level of accuracy.
The network may also benefit from including different machine learning techniques such as Gated Scale Pooling which can be seen in similar networks used for image segmentation and a revision on the image processing techniques used on the dataset may be beneficial at improving the accuracy of the predictions.
[bookmark: _Toc69305438]
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9. Appendices
[bookmark: _Toc69305440]Appendix A – Code Listings
The original source code and GitHub Repository can be found at:
[bookmark: _Toc69305441]GitHub Repository
https://github.com/BenMaxGCU/Honours 
[bookmark: _Toc69305442]Full Project Upload with Prediction Results & NPY files
Due to the size of this project, the full project with documentation needed to be hosted on an external file sharing site:
https://drive.google.com/drive/folders/1I_nSDfLkYBuIE0qs-RBuFZGOGL4dDCs_?usp=sharing 
[bookmark: _Toc69305443]Appendix B – Main.py of Neural Network
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[bookmark: _Toc69305444]Appendix C – Data.py of Neural Network
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[bookmark: _Toc69305445]Appendix D – Activation Function Logs
Smaller sections have been included in this section; the full logs can be found at the Full Project Upload link hosted on Google Drive. [image: ]
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From scipy import misc
import os

import glob

import cv2

import numpy as np

# Loop to convert images to grayscale, uses same principle as the convert.py file
# Additional functionality added to handle equalization of contrast for lower contrast images

num_inages = 117

def

def

rgb2gray(rgb):
return np.dot(rgbl..., 3], [6.2989, 6.5876, 6.1140])

histogran_equalization(ing_in):

# segregate color streams

b,g,r = cv2.split(img_in)
h_b, bin b - np.histogran(b.flatten(), 256, [0, 256])

h_g, bin g - np.histogran(g.flatten(), 256, [0, 256])
h_r, binr - np.histogran(r.flatten(), 256, [0, 256])

# calculate cdf

# mask all pixels with value=6 and replace it with mean of the pixel values

cdf_b = np.cunsun(h_b)
cdf_g = np.cunsun(h_g)
cdf_r = np.cunsun(h_r)

cdf_m_b = np.ma.masked_equal(cdf_b,8)
cdf_m_b = (cdf_ b.min())*255/(cdf_m_b.max()-cdf.
cdf_final b - np.ma.filled(cdf_m_b,6).astype("uints’)

p.ma.masked_equal (cdf_g,8)

cdf_final_g - np.ma.filled(cdf_m_g,6).astype("uints’)
= np.ma.masked_equal(cdf_r,e)

= (cdf_m_r - cdf_m_r.min())*255/(cdf.
cdf_final_r - np.ma.filled(cdf_m_r,6).astype("uints’)

# merge the images in the three channels

ing b - cdf_final_b[b]
i cdf_final_glg]
img r - cdf_final_r[r]

i

img_out - cv2.merge((img b, img g, img r))

# validation

for

equ_b = cv2.equalizeHist(b)
equ_g - cv2.equalizeHist(g)

equ_r = cv2.equalizeHist(r)

2qu - cv2.merge((equ_b, equ_g, equ_r))
#print (equ)

#cv2. imwrite("output_name.png’, equ)
return ing_out

i in range (9,num_images+1):
#ing = misc.imread(’B:/Downloads/rgbimages/{}.png’ .fornat(i))
ing - misc.inread(|

con = histogram_equalization(img) # Now handled in npyCreation

gray = rgb2gray(img)

#cv2. imwrite(”

print("Success™)

(cdf_m_g - cdf_m_g.min())*255/(cdf_m_g.max()-cdf_m_g.min())

max()-cdf_m_r.min())

Downloads/Honours/data/ crackForest/train/inage/{} .png’ . format (1))

/Downloads/contrastinages/{}.png’ . format(i), gray)
cv2.imurite("B:/Downloads/Honours/data/crackForest/train/image/converted/{} .png’ .format(i), gray)
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import scipy.io
import os

import glob

import cv2

import numpy as np

# As there was numerous issues with Matlab, I resorted to using this script
# Once T get some time I will automate it to load in each mat file

# Then use a for loop to loop through each file and urite them to the folder
num_images = 117

for i in range (0,num_images+1)
mat - scipy. io.loadnat('B:/Downloads/CrackForest-dataset/gtNanes/{} .mat" . fornat (i))

np_seg = mat[ *groundTruth* ] [e][e][e]

(¥> x) = np.uhere(np_seg == 2)

np_seg[y, x] = 255 # Perfect division would = 1 therefore equaling the crack

(¥» x) = np.uhere(np_seg == 1)

np_seg[y, x] = @ # Dividing by 255 would return @ therefore giving us the concrete

(¥» x) = np.uhere(np_seg == 3)

np_segly, x] - 0

(y,x) = np.where(np_seg == 4) # Issue with certain images showing a segment inbetween webbed cracks
np_seg[y, x] = @ # Not looking for that data so it's removed

,
3
)
)
]
)
;
'

cv2.imurite("B:/Downloads/NewLabel/{}.png’ format (1), np_seg)
print("Success™)
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def claheEqualization(img):
assert (len(img.shape)=-4)
assert (img.shape[1]-=1)
clahe = cv2.createCLAHE(cLipL imi1
ingEqualized - np.empty(img.shape)
for 1 in range(img.shape[6]):

ingEqualized[1,6] = clahe.apply(np.array(img[i,8], dtype = np.uint8))

return ingEqualized

.0, tileGridsize=(8,8))

def adjustGamna(ing, gamma):
assert (len(img.shape)==4)
assert (img.shape[1]-=1)
inveamma = 1.6 / gamma
table = np.array([((i / 255.8) ** invGamma) * 255 for i in np.arange(e,256)]).astype(
newImg = np.empty(img.shape)
or i in range(ing.shape[e]):
newIng[1,6] = cv2.LUT(np.array(ing[1,e], dtype = np.uints), table)
return newIng

image_path - ("B:/Downloads/Honours/data/crackForest/train/inage”)
mask_path = ("B:/Downloads/Honours/data/crackForest/train/label")
#inage_path = ("B:/Downloads/Honours/data/crackconcrete/train/inage”)
#mask_path = ("B:/Downloads/Honours/data/crackconcrete/train/label”)
image_prefix
mask_prefix
image_as_gray = True
mask_as_gray = True
flag_multi_class - False
num_class = 2
#target_size = (160,240)

image_name_arr - glob.glob(os.path
image_arr = []
mask_arr = []

in(image_path,"%s*.png"%image_prefix))

for index,item in enumerate(image_name_arr):
img = io.inread(item,as_gray - image_as_gray)
np.reshape(img, ing.shape + (1,)) if image as_gray else img
io. inread(iten. replace(image_path,mask_path).replace(inage_prefix,mask_prefix)
mask = np.reshape(mask,mask.shape + (1,)) if mask_as_gray else mask
trans. resize(ing, target_size)
adjustData(img,mask,flag_multi_class,num_class)
image_arr.append (img)
mask_arr.append (mask)
image_arr = np.array(image_arr)
mask_arr = np.array(mask_arr)
np.save("data/crackForest/npydata/inage_training.npy”,inage_arr)
np.save("data/crackForest/npydata/mask_training.npy”,mask_arr)

print("Success)|





image12.png
def adjustData(img,mask,flag_multi_class,num_class, target_size = (320,480)):
if(flag_multi_class):
img - img / 255
mask = mask[:,:,:,0] if(len(mask.shape) == 4) else mask:,:,6]
new_mask = np.zeros(mask.shape + (num_class,))
For 1 in range(num_class):
#index = np.where(mask == 1)
index_mask - (index[6], index[1],index[2],np.zeros(len(index[e]),dtype = np.int64) + i) if (len(mask.shape) == 4) else (index[0],index[1],np.zeros(len(index[e]),dtype = np.int64) + i)
new_mask[index_mask] = 1
new_mask = np.reshape(new_mask, (new_mask.shape[@],new_mask.shape[1]*new_mask.shape[2],new_mask.shape[3])) if flag multi_class else np.reshape(new_mask, (new_mask.shape[0]*new_mask.shape[1]
mask = new_mask
elif(np.nax(ing) > 1):
#ing = normalizeData(ing) As the new way of normalizing data handles this it is no longer
laheEqualization(ing)
adjustGanma(img, 1.2)
rans.resize(img, target_size)
mask = trans.resize(mask, target_size)
img = (ing - np.nmin(ing)) / (np.max(img) - np.min(img))
#ing = ing / 255
mask = (mask - np.min(mask)) / (np.max(mask) - np.min(mask))
#nask = mask / 255
mask[mask > 0.32]
mask[mask <= 0.32]
return [(img, mask)|

a
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def unet(pretrained weights = None,input_size = (320,486,1)):
inputs = Input(input_size)
convi = Convan(64, 3, activation = ‘relu’, padding = "same’, kernel_initializer - 'he_normal’)(inputs)
convi = ConvaD(64, 3, activation = ‘relu’, padding = "same’, kernel_initializer - 'he_normal’)(convi)
pool1 = MaxPooling2D(pool_size=(2, 2))(convl)

conv2 = ConvaD(128, 3, activation = relu’, padding
conv2 = ConvaD(128, 3, activation = relu’, padding
pool2 = MaxPooling2D(pool_size=(2, 2))(conv2)

“same’, kernel_initializer
“same’, kernel_initializer

*he_normal ") (pool1)
*he_normal ") (conv2)

conv3 = Convan(2s6, 3, activation = relu’, padding = "same’, kernel_initializer - 'he_normal’)(pool2)
conv3 = Convan(2s6, 3, activation = relu’, padding = "same’, kernel_initializer - 'he_normal’)(conv3)
MaxPooling2D(pool_size=(2, 2))(conv3)

conva = Convan(s12, 3, activation = relu’, padding
conva = Convan(s12, 3, activation = relu’, padding
drop4 = Dropout(e.5) (conva)

Ppool4 = MaxPooling2D(pool_size=(2, 2))(drops)

“same’, kernel_initializer = ‘he_normal')(pool3)
“same’, kernel_initializer = ‘he_normal')(conva)

“same’, kernel_initializer - 'he_normal’]](poold)
“same’, kernel_initializer - 'he_normal)(convs)

| convs - convaff1e4, 3, activation = 'relu’, padding
convs = Conv2p(1024, 3, activation = ‘relu’, padding
drops = Dropout(e.5)(convs)

up6 = ConvaD(512, 2, activation = "relu’, padding
merges - concatenate([dropd,up6], axis = 3)

convé = Convan(s12, 3, activation = relu’, padding
convé = Convan(s12, 3, activation = “relu’, padding

“same’, kernel_initializer - 'he_normal’)(Upsampling2D(size = (2,2))(drops))

“same’, kernel_initializer
“same’, kernel_initializer

*he_normal ") (merge6)
*he_normal ") (conve)

up7 = ConvaD(256, 2, activation = ‘relu’, padding - same’, kernel_initializer - "he_normal’)(UpSampling2D(size = (2,2))(conv6))
merge7 - concatenate([conv3,up7], axis = 3)

conv7 = Convan(2s6, 3, activation = relu’, padding
conv7 = ConvaD(2s6, 3, activation = “relu’, padding

“same’, kernel_initializer
“same’, kernel_initializer

*he_normal ") (merge7)
*he_normal") (conv7)

up8 = Conv2D(128, 2, activation = ‘relu’, padding - same’, kernel_initializer = "he_normal’)(UpSampling2D(size = (2,2))(conv7))
merges - concatenate([conv2,ups], axis = 3)

convg = ConvaD(128, 3, activation = relu’, padding
convg = ConvaD(128, 3, activation = “relu’, padding

“same’, kernel_initializer
“same’, kernel_initializer

*he_normal ") (merge8)
*he_normal ") (conva)

up9 = ConvaD(64, 2, activation = ‘relu’, padding = "sar
merged - concatenate([convi,up9], axis = 3)

convg = Convan(e4, 3, activation = “relu’, padding
convg = Convan(e4, 3, activation = “relu’, padding

, kernel_initializer = "he_normal®)(Upsampling2D(size = (2,2))(conv8))

*same’, kernel_initializer - 'he_normal')(merge9)
*same’, kernel_initializer - 'he_normal)(convo)

convo = ConvaD(2, 3, activation = ‘relu’, padding - same’, kernel_initializer - "he_normal’)(convo)
convie - ConvaD(1, 1, activation - "signoid")(convo)

model = Model(input = inputs, output = convie)
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# Smaller network still based off of U-Net architecture
def simple_unet(pretrained_weights = None,input_size = (320,489,1)):
inputs = Tnput(input_size)
convi = Convan(64,3, activation="swish’, padding="same’, kernel_initializer-"he_normal')(inputs)
convi = Convan(64,3, activation="swish’, padding="same’, kernel_initializer-"he_normal')(convi)
pool1 = MaxPooling2D(pool_size=(2, 2))(convl)

conv2 = ConvaD(128,3, activation="swish’, padding="same’, kernel_initializer='he_normal’)(pool1)
conv2 = ConvaD(128,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(conv2)
pool2 = MaxPooling2D(pool_size=(2, 2))(conv2)

conv3 = Convan(2s6,3, activation="swish’, padding="same’, kernel_initializer='he_normal’)(pool2)
conv3 = ConvaD(256,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(conv3)
MaxPooling2D(pool_size=(2, 2))(conv3)

conva = Convan(512,3, activation="swish’, padding="same’, kernel_initializer='he_normal’)(pool3)
conva = Convan(512,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(conva)
drop4 = Dropout(e.5) (conva)

ups = ConvaD(256, 2, activation="swish’, padding="same’, kernel_initializer-"he_normal')(Upsampling2D(size = (2,2))(dropa))
transs = Conv2DTranspose(256, (2,2), strides-1, padding="same’, activation="relu’, kernel_initializer"he_normal’)(ups)
merges - Concatenate(axis=3)([conv3, transs])

convs = Convan(256,3, activation="swish’, padding="same’, kernel_initializer-'he_normal’)(merges)

convs = Convan(256,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(convs)

up6 = Conv2D(128, 2, activation="swish’, padding="same’, kernel_initializer-"he_normal')(Upsampling2D(size = (2,2))(conv5))
transé = ConvaDTranspose(128, (2,2), strides-1, padding="same’, activation="relu’, kernel_initializer"he_normal’)(up6)
merges - Concatenate(axis=3)([conv2,trans6])

conve = Convan(128,3, activation="swish’, padding="same’, kernel_initializer-'he_normal’)(merges)

conve = ConvaD(128,3, activation="swish’, padding="same’, kernel_initializer='he_normal’)(convé)

up7 = ConvaD(64, 2, activation="swish', padding="same’, kernel_initializer-"he normal®)(UpSampling2D(size = (2,2))(conv6))
trans7 = ConvaDTranspose(64, (2,2), strides-1, padding="same’, activation="relu’, kernel_initializer-"he_normal")(up7)
merge7 - Concatenate(axis=3)([convi, trans7])

conv7 = Convan(64,3, activation="swish’, padding="same’, kernel_initializer-"he_normal')(merge7)

conv7 = ConvaD(64,3, activation="swish’, padding="same’, kernel_initializer-"he_normal')(conv7)

conv7 = ConvaD(2,3, activation="swish’, padding="same’, kernel_initializer-"he_normal®)(conv7)
convg = ConvaD(1,1, activation="signoid’)(conv7) # Returns the prediction as either 1 or 8

model

Model (input = inputs, output = convg)

model . conpile(optimizer = Adam(Lr = 1e-8), Loss = ‘binary_crossentropy’, metrics = [ accuracy’])
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def crf_unet(pretrained weights = None, input_size = (320,480,1)):
inputs = Input(input_size)

convi = ConvaD(32,3, activation="swish’, padding="same’, kernel_initializer="he_normal')(inputs)
drop1 = Dropout(e.2)(convi)

convi = ConvaD(32,3, activation="swish’, padding="same, kernel_initializer
pool1 = MaxPooling2D(pool_size=(2, 2))(convl)

*he_normal") (drop1)

conv2 = ConvaD(64,3, activation="swish’, padding="same’, kernel_initializer='he_normal')(pool1)
drop2 = Dropout(e.2) (conv2)
conv2 = ConvaD(64,3, activation="swish’, padding="same’, kernel_initializer='he_normal')(drop2)

Ppool2 = MaxPooling2D(pool_size=(2, 2))(conv2)
conv3 = Convan(128,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(pool2)
drop3 = Dropout(e.2)(conv3)

conv3 = ConvaD(128,3, activation="swish’, padding="same’, kernel_initializer="he_normal’)(drop3)

up3 = UpSampling2D(size=(2, 2))(conv3)
up3 = Concatenate(axis=3)([conv2,up3])

conva = ConvaD(64,3, activation="swish’, padding="same, kernel_initializer='he_normal’)(up3)
drop4 = Dropout(e.2) (conva)
conva = ConvaD(64,3, activation="swish’, padding="same, kernel_initializer

*he_normal ") (drop4)

| ups - Upsanpling2n(size - (2,2))conva)

ups = Concatenate(axis=3)([convl,ups])
convs = ConvaD(32,3, activation="swish’, padding="same, kernel_initializer='he_normal’)(ups)
drops = Dropout(e.2) (convs)

convs = ConvaD(32,3, activation="swish’, padding="same’, kernel_initializer='he_normal")(drops)
convé = ConvaD(2, 1, activation="swish’, padding="same’, kernel_initializer='he_normal')(convs)
conv7 = ConvaD(1,1, activation="sigmoid’)(conve)

model = Model(input = inputs, output = conv7)

model.compile(optimizer = Adam(Lr

1e-4), Loss

‘binary_crossentropy’, metrics

[accuracy’])
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leaky_relu

LeakyReLU(alpha=0.2)

convi = ConvaD(32,3, padding="same’, kernel_initializer='he_normal’)(inputs)
convi = leaky_relu(convi)

drop1 = Dropout(e.2)(convi)

convi = ConvaD(32,3, padding="same’, kernel_initializer='he_normal’)(drop1)
convi = leaky_relu(convi)

MaxPooling2D(pool_size=(2, 2))(convl)
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from keras import backend as K
From keras.layers import Activation
From keras.utils.generic_utils import get_custom objects

class Swish(Activation):
def __init_ (self, activation, **kwargs.

super(Swish, self)._init_(activation, **kwargs)
self._name__ = ‘swish’

def swish(x):
return (K.signoid(x) * x)

Eet_custom_objects().updatel({ swish’: Swish(swish)}}
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Epoch 1

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0031 -17.337 0.00E+00 -43.8767

Swish 0.1372 -4.2219 0.00E+00 -14.6789

Leaky ReLu 0.0286 -38.0511 0.00E+00 -50.0613

Epoch 2

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 1.86E-07 -49.54 0.00E+00 -50.052

Swish 1.86E-07 -45.6533 0.00E+00 -50.0347

Leaky ReLu 1.95E-06 -49.5363 0.00E+00 -50.0639

Epoch 3

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.5358 0.00E+00 -50.0623

Swish 0.00E+00 -49.533 0.00E+00 -50.0597

Leaky ReLu 1.02E-06 -49.5346 0.00E+00 -50.0654

Epoch 4

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.5352 0.00E+00 -50.0642

Swish 0.00E+00 -49.5343 0.00E+00 -50.0621

Leaky ReLu 4.65E-07 -49.5337 0.00E+00 -50.0661

Epoch 5

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 9.30E-08 -49.5354 0.00E+00 -50.0644

Swish 0.00E+00 -49.5345 0.00E+00 -50.0626

Leaky ReLu 4.65E-07 -49.5346 0.00E+00 -50.0666

Epoch 6

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.5353 0.00E+00 -50.0646

Swish 0.00E+00 -49.5349 0.00E+00 -50.0627

Leaky ReLu 8.37E-07 -49.5346 0.00E+00 -50.067

Epoch 7

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.536 0.00E+00 -50.0645

Swish 0.00E+00 -49.5354 0.00E+00 -50.0628

Leaky ReLu 8.37E-07 -49.5348 0.00E+00 -50.0674

Epoch 8

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.5374 0.00E+00 -50.0642

Swish 0.00E+00 -49.535 0.00E+00 -50.0631

Leaky ReLu 8.37E-07 -49.5341 0.00E+00 -50.0679

Epoch 9

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.00E+00 -49.5407 0.00E+00 -50.061

Swish 0.00E+00 -49.5347 0.00E+00 -50.0639

Leaky ReLu 2.79E-07 -49.5351 0.00E+00 -50.0686

Epoch 10

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 1.26E-05 -49.5508 0.00E+00 -50.0567

Swish 0.00E+00 -49.5358 0.00E+00 -50.0645

Leaky ReLu 1.02E-06 -49.5347 0.00E+00 -50.0694
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Epoch 11

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 9.15E-04 -49.5658 0.0031 -50.0409

Swish 0.00E+00 -49.5356 0.00E+00 -50.0651

Leaky ReLu 6.51E-07 -49.535 0.00E+00 -50.0703

Epoch 12

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.003 -49.5803 0.0062 -50.0105

Swish 0.00E+00 -49.536 0.00E+00 -50.0653

Leaky ReLu 1.49E-06 -49.5356 0.00E+00 -50.0713

Epoch 13

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0061 -49.6049 0.0093 -49.9675

Swish 9.30E-08 -49.5394 0.00E+00 -50.065

Leaky ReLu 1.58E-06 -49.5357 0.00E+00 -50.0726

Epoch 14

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0061 -49.6016 0.0092 -49.9923

Swish 1.86E-07 -49.5424 0.00E+00 -50.0647

Leaky ReLu 1.95E-06 -49.5358 0.00E+00 -50.0739

Epoch 15

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0075 -49.623 0.0116 -49.9537

Swish 1.24E-05 -49.5498 0.00E+00 -50.0632

Leaky ReLu 2.60E-06 -49.5358 0.00E+00 -50.0752

Epoch 16

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0086 -49.6342 0.0185 -49.9677

Swish 2.60E-04 -49.5598 0.00E+00 -50.0594

Leaky ReLu 2.79E-06 -49.5372 0.00E+00 -50.0767

Epoch 17

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.009 -49.6595 0.0168 -49.9213

Swish 0.0011 -49.5734 0.002 -50.0523

Leaky ReLu 5.02E-06 -49.5364 0.00E+00 -50.0786

Epoch 18

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0134 -49.6839 0.0185 -49.9321

Swish 0.0014 -49.5895 6.50E-04 -50.042

Leaky ReLu 8.56E-06 -49.5393 0.00E+00 -50.0806

Epoch 19

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0157 -49.7083 0.0213 -49.9053

Swish 0.0016 -49.5999 0.0024 -50.0315

Leaky ReLu 1.20E-05 -49.5411 0.00E+00 -50.0829

Epoch 20

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.013 -49.7126 0.0187 -49.9177

Swish 0.0017 -49.6144 0.0025 -50.0308

Leaky ReLu 3.10E-05 -49.5417 0.00E+00 -50.0863
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Epoch 21

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0143 -49.741 0.0258 -49.8413

Swish 0.0016 -49.6322 0.0032 -50.0144

Leaky ReLu 7.91E-05 -49.5441 0.00E+00 -50.0906

Epoch 22

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0142 -49.7274 0.0244 -49.9134

Swish 0.0015 -49.6503 8.27E-04 -50.0111

Leaky ReLu 2.27E-04 -49.5506 0.00E+00 -50.0954

Epoch 23

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0208 -49.764 0.0279 -49.8246

Swish 0.0015 -49.6732 0.0016 -50.0066

Leaky ReLu 5.64E-04 -49.5578 0.00E+00 -50.1005

Epoch 24

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0202 -49.7763 0.0303 -49.8053

Swish 0.0013 -49.6802 0.0014 -50.0063

Leaky ReLu 0.0012 -49.5647 0.0031 -50.1037

Epoch 25

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0193 -49.7905 0.0289 -49.7304

Swish 0.0012 -49.7099 0.0013 -50.0043

Leaky ReLu 0.0018 -49.5693 0.0031 -50.1055

Epoch 26

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0173 -49.8214 0.0192 -49.7108

Swish 0.001 -49.7096 0.002 -49.964

Leaky ReLu 0.0022 -49.5726 0.0031 -50.1108

Epoch 27

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.021 -49.8223 0.0288 -49.6458

Swish 0.001 -49.7085 7.43E-04 -50.0212

Leaky ReLu 0.0026 -49.5771 0.0031 -50.1198

Epoch 28

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0209 -49.8072 0.0261 -49.8395

Swish 9.98E-04 -49.7311 8.97E-04 -49.9459

Leaky ReLu 0.0032 -49.5846 0.0031 -50.1318

Epoch 29

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0177 -49.7782 0.0255 -49.7619

Swish 0.0011 -49.7707 9.39E-04 -49.9172

Leaky ReLu 0.0042 -49.6021 0.0092 -50.1379

Epoch 30

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0246 -49.8285 0.0427 -49.5223

Swish 8.73E-04 -49.7371 8.58E-04 -49.9879

Leaky ReLu 0.0058 -49.608 0.0093 -50.1388
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Epoch 31

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.024 -49.8361 0.0297 -49.6754

Swish 0.0013 -49.789 0.0011 -50.0008

Leaky ReLu 0.0065 -49.6193 0.0093 -50.1395

Epoch 32

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0255 -49.8252 0.037 -49.5731

Swish 0.0012 -49.7194 0.0017 -50.0277

Leaky ReLu 0.0073 -49.6251 0.0093 -50.1445

Epoch 33

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0252 -49.855 0.0296 -49.5838

Swish 0.0012 -49.7261 0.0011 -49.9793

Leaky ReLu 0.0079 -49.6184 0.0093 -50.1483

Epoch 34

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0228 -49.8533 0.035 -49.5579

Swish 0.0027 -49.581 0.0012 -49.9498

Leaky ReLu 0.0073 -49.6251 0.0093 -50.1406

Epoch 35

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0252 -49.8511 0.0366 -49.5919

Swish 0.0022 -49.6323 1.63E-06 -50.0667

Leaky ReLu 0.0076 -49.6277 0.0093 -50.1487

Epoch 36

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0268 -49.8592 0.0399 -49.5219

Swish 0.0012 -49.5859 0.002 -50.0652

Leaky ReLu 0.0086 -49.6306 0.0093 -50.1516

Epoch 37

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0265 -49.8483 0.038 -49.5784

Swish 0.0021 -49.5999 0.0033 -50.0605

Leaky ReLu 0.0077 -49.6274 0.0093 -50.1458

Epoch 38

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0259 -49.8586 0.0366 -49.5467

Swish 0.0016 -49.6222 0.0018 -50.0544

Leaky ReLu 0.008 -49.6326 0.0093 -50.1567

Epoch 39

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0249 -49.8605 0.0325 0.0325

Swish 0.0011 -49.6514 0.0022 -50.0396

Leaky ReLu 0.0082 -49.6286 0.0093 -50.1548

Epoch 40

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.027 -49.8417 0.0295 -49.6577

Swish 8.56E-04 -49.6802 0.0016 -50.0128

Leaky ReLu 0.0084 -49.6266 0.0093 -50.1511
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Epoch 41

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0211 -49.8341 0.0338 -49.6601

Swish 7.54E-04 -49.7303 0.0014 -49.9709

Leaky ReLu 0.009 -49.6297 0.0093 -50.1496

Epoch 42

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0236 -49.8542 0.0385 -49.5914

Swish 8.09E-04 -49.7467 9.10E-04 -49.9792

Leaky ReLu 0.009 -49.636 0.0093 -50.1408

Epoch 43

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0294 -49.8584 0.0435 -49.5321

Swish 7.65E-04 -49.7531 0.0012 -49.9303

Leaky ReLu 0.0098 -49.6525 0.0124 -50.1424

Epoch 44

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0309 -49.8656 0.0461 -49.5228

Swish 9.30E-04 -49.7798 7.63E-04 -49.9305

Leaky ReLu 0.0096 -49.6437 0.0124 -50.1299

Epoch 45

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0298 -49.8648 0.0454 -49.5323

Swish 8.47E-04 -49.7827 0.0013 -49.887

Leaky ReLu 0.0099 -49.6505 0.0124 -50.129

Epoch 46

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0292 -49.8669 0.0459 -49.5106

Swish 9.46E-04 -49.7906 0.0012 -49.8922

Leaky ReLu 0.0108 -49.6567 0.0124 -50.1359

Epoch 47

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0247 -49.8645 0.0427 -49.5791

Swish 9.13E-04 -49.7953 0.0012 -49.9001

Leaky ReLu 0.0114 -49.6551 0.0124 -50.1289

Epoch 48

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0219 -49.8553 0.0349 -49.6313

Swish 9.06E-04 -49.8059 7.86E-04 -49.8671

Leaky ReLu 0.0129 -49.6576 0.0124 -50.1296

Epoch 49

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0228 -49.8457 0.0425 -49.5995

Swish 9.13E-04 -49.8108 7.07E-04 -49.8692

Leaky ReLu 0.0121 -49.6675 0.0155 -50.107

Epoch 50

Activation FunctionACC LOSS Val ACC Val Loss

ReLu 0.0275 -49.8556 0.046 -49.5436

Swish 0.001 -49.8282 6.33E-04 -49.8425

Leaky ReLu 0.0135 -49.6814 0.0186 -50.0903
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from model import *
from data import *
From tensorflow.keras.callbacks import Earlystopping

#Specifies the GPU to use for CUDA
#CUDA Devkit must be installed with Cuddn
os.environ["CUDA_VISIBLE_DEVICES™] = "0"

# Due to the small amount of data, to provide more data for the network
# Data augmentation takes place by manipulating the input into multiple images with
# different augmentations
data_gen_args - dict(rotation_range=e.2,

width_shift_range=6.65,

height_shift_range=6.es,

shear._range=6.65,

z00m_range=0.85,

horizontal_flip=True,

vertical_flip=True,

fill_mode="constant")

#myGene = trainGenerator(2, data/crackconcrete/train’, *image’, label’,data_gen_args,save_to_dir = "data/crackconcrete/train/aug")
#ings_train, ings_mask_train = geneTrainNpy("data/membrane/train/aug/","data/membrane/train/aug/")

imgs_train, ings_mask_train - loadTrainNpy()
#Running the geneTrainpy method takes a while due to going through larger amounts of augmented data

# Multiple models were tested in main, finally settling betueen simple unet and crf_unet as my main models for training as they yield the best results
model = crf_unet()

#model = simple_unet()

early_stopping - EarlyStopping(monitor="loss’, patience=6, min delta-9.0061, mode="min")

model_checkpoint = ModelCheckpoint(®unet_cracks.hdfs’, monitor="loss’,verbose=1, save_best_only=True)

#model. Fit_generator (myGene, steps_per_epoch=268, epochs=26, callbacks=[model_checkpoint])

model. fit(ings_train, imgs mask_train, batch size-a, epochs=56, verbose=1,validation_split=6.4, shuffle=True, callbacks-[model_checkpoint, early_stopping])

testGene - testGenerator("data/crackForest/test”)
model. 1oad_weights("unet_cracks.hdf5")

results - model.predict_generator(testGene,118, verbose=1)
saveResult("data/crackForest/test”, results)
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from _future_ import print_function
From keras. preprocessing. image import ImageDataGenerator
import numpy as np

import os

import glob

import skimage.io as io

import skimage.transform as trans

Sky = [128,128,128]
Building - [128,0,6]

Pole - [192,192,128]

Road = [128,64,128]
Pavement - [66,40,222]
Tree - [128,128,0]
signsymbol - [192,128,128]
Fence - [64,64,128]

car - [64,0,128]
Pedestrian - [64,64,6]
Bicyclist - [6,128,192]
Unlabelled - [6,0,6]

COLOR_DICT

np.array([Sky, Building, Pole, Road, Pavement,
Tree, Signsymbol, Fence, Car, Pedestrian, Bicyclist, Unlabelled])

def adjustData(img,mask,flag_multi_class,num_class):
if(flag_multi_class):
img - img / 255
mask = mask[:,:,:,0] if(len(mask.shape) == 4) else mask:,:,6]
new_mask = np.zeros(mask.shape + (num_class,))
For 1 in range(num_class):
#for one pixel in the image, find the class in mask and convert it into one-hot vector
#index = np.where(mask == 1)
#index_mask = (index[@],index[1],index[2],np.zeros(len(index[e]),dtype = np.int64) + i) if (len(mask.shape)
#new_mask[index_mask] = 1
new_mask[mask == 1,i] = 1
new_mask = np.reshape(new_mask, (new_mask.shape[e],new_mask.shape[1]*new_mask.shape[2],new_mask.shape[3])) if flag multi_class else np.reshape(new_mask, (new_mask.shape[]*new_mask.shape[1
mask = new_mask
elif(np.max(ing) > 1):
img - img / 255
mask = mask / 255
mask[mask > 0.5] = 1
mask[mask <= 8.5]
i [ e

4) else (index[@],index[1],np.zeros(len(index[@]),dtype = np.int64) + i
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def trainGenerator(batch_size,train_path,image_folder,mask _folder,aug_dict,image_color_mode = “grayscale”,
mask_color_mode = “grayscale”,image_save prefix = “image",mask_save prefix = "mask”,
flag_multi_class = False,num class = 2,5ave_to_dir = None,target size = (326,480),5eed = 2):

can generate image and mask at the same time

use the same seed for image_datagen and mask_datagen to ensure the transformation for image and mask is the same,

the static seed could be argued that it isn't realistic in a real-world application but it limits the variables when testing new parameters
if you want to visualize the results of generator, set save_to_dir = “data/crackForest/train/aug”

inage_datagen - InageDataGenerator(**aug_dict)
mask_datagen - InageDataGenerator (**aug_dict)
inage_generator - image datagen.flow_from_directory(

‘train_path,

classes - [image_folder],

class_mode = None,

color_mode - image_color_mode,

target_size - target _size,

batch_size = batch_size,

save_to_dir = save_to_dir,

save_prefix - image_save_prefix,

seed = seed)
mask_generator - mask_datagen. flow_fron_directory(

‘train_path,

classes = [mask_folder],

class_mode = None,

color_mode = mask_color_mode,

target_size - target _size,

batch_size = batch_size,

save_to_dir = save_to_dir,

save_prefix = mask_save_prefix,

seed - seed)
train_generator - zip(image_generator, mask_generator)
for (img,mask) in train generator:

ing,mask = adjustata(ing,mask, flag multi_class,nun_class)

yield (img,mask)
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def testGenerator(test_path,nun_image = 118, target_size = (320,480),flag_multi_class = False,as gray = True):
for i in range(nun_image):
img = io.inread(os.path.join(test_path,"%d.png"%i),as_gray = as_gray)
img - img / 255
trans.resize(img, target_size)
img = np.reshape(img,img.shape+(1,)) if (not flag multi_class) else img
img = np.reshape(ing, (1,)+ing. shape)
yield img

def geneTrainNpy(image_path,mask_path,flag_multi_class = False,num class = 2,image_prefix = "image”,mask_prefix - "mask”,image_as_gray = True,mask_as_gray = True]
inage_name_arr = glob.glob(os.path. join(image_path, "%s*.png"%image_prefix))
inage_arr = []
mask_arr = []
for index,item in enumerate(image name_arr):
ing - io.imread(item,as_gray - image_as_gray)
img = np.reshape(ing, ing.shape + (1,)) if image as gray else img
mask = io.inread(item.replace(inage_path,mask_path).replace(image_prefix,mask_prefix),as_gray - mask_as_gray)
mask = np.reshape(mask,mask.shape + (1,)) if mask as_gray else mask
ing,mask - adjustata(ing,mask, flag multi_class,nun_class)
inage_arr.append(ing)
mask_arr.append (mask)
image_arr = np.array(inage_arr)
mask_arr = np.array(mask_arr)
np. save("data/crackForest/npydata/inage_arr.npy”,inage_arr)
np. save("data/crackForest/npydata/mask_arr.npy”,mask_arr)

return image_arr,mask_arr

def labelVisualize(num_cLass, color_dict,ing):
ing - img[:,:,6] if len(img.shape) — 3 else img
ing_out = np.zeros(img.shape + (3,))
for 1 in range(num_class):
ing_out[ing = color_dict[i]
return 1

def saveResult(save_path,npyfile,flag_multi_class = False,num_class = 2):
for 1,item in enumerate(npyfile):
#ing = labelVisualize(nun_class,COLOR DICT,item) if flag_multi_class else iten[:,:,0]
ing - visualize(item) if flag multi_class else item[:,:,0]
io.insave(os. path. join(save_path,"%d_predict.png™%i),img)
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# Adding additional section to handle just model.fit with the standard dataset
# Previous methods used augmented files from initial training to create NPY data to feed the model

# Considering changing this to a seperate python file to convert the files before the training and just use a method to load in the data
def FitTrainNpy(inage_folder,mask_folder,flag multi_class = False,num class = 2,image_prefix = "~ ,mask_prefix = "",inage_as_gray = True,mask_as_gray = True):
image_name_arr - glob.glob(os. path. join(image_folder,"%s*.png"%inage_prefix))
image_arr = []
mask_arr = []
for index,item in enumerate(image name_arr):
img - io.inread(item,as_gray - image_as_gray)
img = np.reshape(ing, ing.shape + (1,)) if image as gray else img
mask = io.inread(item. replace(image_folder,mask_folder).replace(inage_prefix,mask_prefix),as gray - mask_as_gray)
mask = np.reshape(mask,mask.shape + (1,)) if mask as_gray else mask
img,mask - adjustData(img,mask, Flag multi_class,nun_class)
image_arr.append(ing)
mask_arr.append (mask)
image_arr = np.array(image_arr)
mask_arr = np.array(mask_arr)
np.save(“data/crackForest/npydata/image_training.npy", image_arr)
np. save("data/crackForest/npydata/mask_training.npy”,mask_arr)
return image_arr,mask_arr

def loadTrainNpy():
image_arr = np.load("data/crackForest/npydata/inage_training.npy”)
mask_arr = np.1load("data/crackForest/npydata/mask_training.npy”)
return image_arr,mask_arr
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